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ABSTRACT: Computer simulation is one of the most
efficient ways to assist engineers to find a good design
solution and to produce high quality plastic parts. The
prediction of the parameter evolution during material
forming requires a fair understanding of the interaction
between the material properties and the process. One of
the problems encountered in numerical simulation of the
injection molding process is the tracking of the polymer-
air front or interface during the filling stage (Haagh et al.,
Int Polym Proc 1997, 12, 207). This article presents a
numerical simulation of a nonisothermal molten polymer
flow in a cavity as in the injection molding process. The
continuity and complete Navier-Stokes equations are

coupled with the level set convective equation to predict
the flow front and the fountain flow effect. The fluid
behavior is modeled by the Cross-Arrhenius model.
Thanks to the use of the level set method, a special focus
is made on the polymer-mold interfacial heat transfer, and
the effect of a variable thermal contact resistance is thor-
oughly investigated. A new interpretation of the flow
marks defect causes, based on the interfacial heat flux
analysis, is then suggested. © 2011 Wiley Periodicals, Inc. J
Appl Polym Sci 121: 1579-1592, 2011

Key words: injection molding; rheology;
modeling; level set method; heat transfer

computer

INTRODUCTION

Simulation of injection molding has become an
essential tool to assist the engineers in optimizing
the part and mold design, as well as in identifying
the most suitable process parameters for productiv-
ity and quality enhancement. So far, various kinds
of models have been developed to predict the behav-
ior of molten polymers during the filling step in the
injection molding process. We can quote the pioneer
works of Kamal and Kenig,1 Tadmor et al.” and
Lord and Williams.** Their analyses, in simple geo-
metries, have focused on the prediction of tempera-
ture and pressure fields. Austin® was then the first
to extend these approaches to real parts. More
recently, Coupez and coworkers® have proposed and
implemented into the Rem3D finite element software
a level set method to capture complex moving inter-
faces, as those occurring in fluid buckling.

Most injection-molded parts are three-dimensional,
with complex geometrical configurations, and the
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rheological behavior of the molten polymer is gener-
ally non-Newtonian and nonisothermal.” Due to the
several coupled phenomena and the difficulty of their
numerical analysis, especially during the filling pro-
cess, several simplifications are usually introduced.

Hieber and Shen,® using the Generalized Hele-
Shaw (GHS) flow model, introduced simplified
governing equations for nonisothermal and non-
Newtonian flows in mold cavities. The Hele-Shaw
model neglects the inertia and the gapwise velocity
component for polymer melt flow in thin cavities. A
review of the use of the GHS based methods can be
found elsewhere.”!° However, because of their sim-
plifying assumptions,'' these models are not suitable
for accurate parametric analyses. Other works'*™"*
take advantage of the two-dimensional Navier-
Stokes equations in Eulerian formulations. Such
simplified models fail to predict the flow behavior
in parts showing large curvature and complex geo-
metries. Generally, a weak coupling between the
energy and the flow equations is used, and the heat
convection in the transverse direction of the flow is
neglected. This leads to inaccurate predictions of
the interfacial phenomena occurring between the
flowing polymer and the mold.

The wavelike flow mark phenomenon is one of
the surface defects that can occur in the injection
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molding process. It is characterized by a part surface
showing periodic hills and valleys (appearing as
alternating bands of matte and gloss on the part sur-
face) running perpendicular to the flow front direc-
tion."” These surface defects are commonly observed
for crystalline as well as amorphous polymers, in
areas where the flow front velocity is relatively
low.'

Aiming at solving flow marks issues in injected
parts, many researches have produced data concern-
ing the influence of various molding parameters on
flow mark size."” Simulations of the filling phase of
the injection molding process have been made by
Mavridis et al.'® and show the stretching of an
elementary volume of fluid with a symmetric flow
front. Grillet et al.'” have presented a study that
should allow the isolation of the relevant rheological
parameters effects. Their observations have demon-
strated that flow marks are caused by a flow transi-
tion at the advancing molten front from a stable
symmetric fountain flow to an unstable one, leading
to an oscillating asymmetric flow. The two most
common mechanisms that have been proposed for
unstable flow are slip at the wall and instability at
the point of stagnation, but so far, the origin of the
instability is still unknown.

In this article, we focus our attention on the total
heat flux, which is involved in a thermal explanation
of the flow marks phenomenon during the filling
stage. To obtain an accurate prediction of the filling
flow behavior, we have combined a conservative
level set method with the fully coupled continuity,
momentum, and energy equations in a 2D model. A
finite-element method is used to solve the set of
equations. The developed model is then used to per-
form a parametric study. A special focus is made to
analyze the effects of temperature and inlet velocity
on the flow shear rate, viscosity and velocity profiles
in hydrodynamically and thermally developed flows
at the polymer-mold interface.

This work is divided in three sections. The first
one describes the level set method applied to simu-
late the air-polymer front evolution during the filling
process. The second one concerns the mathematical
formulation and the equations governing the fluid
flow and the heat transfer with specific boundary
conditions. The third section is devoted to the analy-
sis and discussion of the computational results
obtained using this model, by means of a parametric
study. Fountain flow, temperature profiles, density,
and velocity evolutions are presented and com-
mented. The influence of the mold interface on the
heat transfer is analyzed by introducing a variable
thermal contact resistance function of the nature of
the fluid and the front evolution in contact with the
mold walls.
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THE LEVEL SET METHOD AND EQUATIONS

Several methods describing the evolution of the
interface between two fluids in two phase flows
exist in the literature. The level set method is a class
of numerical techniques that deal with fluid inter-
face motion. This method is particularly useful for
problems in which the topology of the evolving
interface changes during the course of events and
for problems in which sharp corners and cusps are
preser1t.20’21
The level set function ¢ represents the signed
distance from the interface®® ie. the smallest dis-
tance d between a given point in the domain and the
interface:
[0(x,y)| = d(x,y) = min (|x —xr|,ly —yr]) (1)
xr,yrel’
Following Sethian,® a level set function d(x,y,t) is
defined as:

¢(xvy7t)>07 (xv]/)Egl
d)(xa% t) = 07 (xv]/) er (2)
¢(xay7t)<0> (xv]/)EQZ

This function defines the interface as I'(t) = {(x,y),
d(x,y,t) = 0} and allows us to distinguish each sub-
domain by the value of ¢ (Fig. 1).**

The evolution equation of ¢, corresponding to the
motion of the interface, is given by the convection
equation:

L=0 (3)

For an incompressible fluid, the continuity equa-
tion is:

8111‘
=0 4
ox; )
Hence, by introducing eq. (4) in the interface con-
vection eq. (3), the continuity equation of the level
set function can be written as:

oo; 0

-+ (uip;) =0 5

ot + oy () (5)
To compute the material properties (density, heat

capacity, thermal conductivity, viscosity, etc.) at the

junction between the two fluids, one introduces a

Heaviside function:

0, <0

B (fluid 1)
H(d)) - {17 (I) >0

(fluid 2) ©)

In numerical simulations, the abrupt jump in the
material parameter values due to eq. (6) leads to
instabilities when using the finite element method.
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Figure 1 Representation of the level set function at two different times. [Color figure can be viewed in the online issue,

which is available at wileyonlinelibrary.com].

Therefore, a smeared out Heaviside function is
introduced?":

0, ¢<—¢
%Jr%Jer—nsin(@), —e<d<+e (7)

1, ¢>+e

Hsm(‘b) =

where ¢ is the half thickness of the interface or an
arbitrary chosen small number, a local mesh size for
instance. The interface thickness shall depend on the
mesh elements size, so that it is important to mesh
judiciously the domain near the interface. The varia-
tions of the thermophysical properties are then
linked to ¢. In a system made of two immiscible
incompressible fluids, any additive property g can
be defined by using a classical mixture law:

§ =81+ (82— 81)Hsm(d) 8)

where g; is defined in Q; (polymer domain), and g,
in Q, (air domain).

The level set function is based on the concept of
the signed distance functions.® To ensure the
regularity of the level set function, a normalization
condition must be respected during the whole
advection process of ¢:

Vo[l =1 ©)

Based on the computational approach proposed
by Sussman and Puckett,” an artificial time # is
introduced to solve the initial value problem, until
the steady state is reached. The steady state solution
for the signed distance function V, in egs. (10) and
(11) at ' = 0 represents the level set function value:

% — sign(d(x, £))(1 — [V¥])
{ "t = 0) = o b o
Equation (10) can be rewritten as**:
o . vV o
o (stgn(q;(x, t))w> NV = sign(d(x,t))  (11)

with:

ox. 1)

sign((x,1)) = L
(605, 1)+ (A7)

(12)

Physically, eq. (11) can be interpreted as the prop-
agation of information away from the interface.

It is well established that the major disadvantage
of the level set method is the nonconservation of
mass. This represents a severe drawback, consider-
ing that inaccuracies in the mass of the polymer
melt during the filling phase calculation could lead
to large errors in quantities such as velocity fields,
temperature, or viscosity.

To improve the mass conservation property of the
level set method, sevral hybrid approaches have
been proposed. Enright et al.”’ have developed a
particle level set method (PLS), where Lagrangian
markers are employed to correct the front location
predicted by Eulerian transport. Sussman and Puck-
ett” proposed to couple a level set method with the
VOF technique (CLSVOF), hence benefiting from
both the good mass conservation property of the
VOF approach and the smooth interface description
of the level set method. While both these methods
have been quite successful, they suffer from addi-
tional problems. Their cost is typically much greater
than the cost of a simple level set method, because
many particles per cell are required for an accurate
solution for the PLS approach, and because of the
time step size restrictions for the geometric transport
of the VOF scalar for the CLSVOF method. More-
over, the complexity of these techniques is signifi-
cantly greater than that of a classical level set
method.

Another attempt to alleviate the mass conservation
issue of level set methods is to refine the mesh
locally in order to decrease the numerical errors
associated with level set transport and re-initializa-
tion. This refinement can be used for the level set
equation only, such as in the case of the refined level
set grid method of Herrmann,?® or it can be a

Journal of Applied Polymer Science DOI 10.1002/app
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standard arbitrary mesh refinement approach, where
the Navier-Stokes equations are also solved on the
refined mesh.”” While this approach ensures a good
resolution of all structures, it remains both challeng-
ing to implement on parallel systems and signifi-
cantly more expensive than classical methods. More-
over, the time step size in the case of strong local
refinement is likely to be extremely restrictive.

Recently, Olsson and Kreiss® and Olsson et a
proposed a simple modification to the level set
method in order to reduce mass conservation errors
while retaining the simplicity of the original method.
By replacing the usual signed distance function of
the classical level set approach by a hyperbolic tan-
gent profile that is transported and re-initialized
using conservative equations, they showed in Olsson
and Kreiss® that the mass conservation errors could
be reduced by an order of magnitude in comparison
with the results obtained with a signed distance
function. In Olsson et al.,*” the re-initialization equa-
tion is improved, and its application in the context
of finite elements is discussed.

The method developed in the present work is
based on the penalty approach, which consists to
add in the convection equation an extra term
intended to preserve the mass conservation after
each time iteration:

1.30

o v+ pao) | [Hwde-var | <0 (3)
Q

with B the penalty factor, Vol* the theoretical or ini-
tial volume, and 6 the Dirac function.

If the value of the penalty factor is large, the accu-
racy of the mass conservation is very high; however,
the time resolution is increased. In the following, the
performances of this method are taken advantage of
for simulating the filling stage of the injection mold-
ing process. The governing equations as well as the
coupling procedure with the level set equations in
the finite element method are introduced and dis-
cussed in the next section.

FILLING FLOW AND HEAT TRANSFER MODEL
Nonisothermal viscous fluid flow equations

The filling phase of the injection molding process
involves an incompressible, viscous, and laminar
flow. In this case, the governing equations are the
incompressible Navier-Stokes equation (14), the con-
tinuity equation (15) and the energy equation in the
temperature form (16):

DM,' . 0 Gui 81/[] ap
Do o )] e 09
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81/11' B
=0 (15)
DT 0 orT
P F = ax; <k8_x]> + n(dijdji) (16)

where u; are the components of the velocity
vector, p is the pressure, D/Dt denotes the material
derivative, n, p, ¢,, k are respectively the viscosity,
the density, the heat capacity, and the thermal
conductivity of the fluid in each domain (polymer
or air).

In the energy equation, the right hand terms
represent the pure heat conduction in the polymer
and the viscous dissipation heat source. The latter is
linked to the strain-rate tensor d defined as:

1 61/11' 81/1]'
iy=3 (G 52) (17)

A Cross-Arrhenius viscosity law is used to effec-
tively describe the shear-thinning effect:

(T,7,p) = - (M)*

™

where n is the power-law index, t* is the threshold
shear stress at which shear thinning starts, and
no(T, p) the zero shear rate viscosity. The equivalent
shear rate is given by:

"{ = 1/2di]‘d]‘i (19)
which, in 2D Cartesian coordinates, rewrites:
1
ou\? oo\> [(ou oo\?|
2(ax) +2(5) (5 ) ] 20

The temperature dependency of the viscosity is
described by the Arrhenius law:

y:

No(T) = No(Trer) exp ﬁ G - TL)] (21)

It is particularly important to note that the same
flow and energy equations are used for the whole
injection domain, i.e., the polymer and the air flows
are described by the same models. Only the physical
property values explicitly depend on the fluid. The
level set function locates the interface and allows the
discrimination between the two fluids. This continu-
ity of equations, variables, and properties is one of
the biggest advantages of the level set method. In
semicrystalline polymers, solidification, i.e., viscosity
increase, not only depends on the temperature, but
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Figure 2 Geometry of the computational domain and
boundary conditions. [Color figure can be viewed in the
online issue, which is available at wileyonlinelibrary.com].

also on the crystallization phenomena. In this work,
crystallization is not taken into account.

Flow boundary and initial conditions

On the cavity inlet I3, (Fig. 2), a semiparabolic
velocity profile is assumed:

(22)

where Upean is the mean velocity of the polymer
flow at the cavity inlet, and s = y/h is the normal-
ized gapwise position.

On the other boundaries, a no-slip condition is
imposed for the polymer flow, and a free slip condi-
tion is prescribed downstream the polymer front for
the air flow. The level set function defines the air-
polymer front.

The unfilled region in the mold cavity is repre-
sented by a fictitious fluid (air). The boundary con-
ditions on the fictitious fluid should be chosen in
such a way that they have little effect on the
progress of the filled region. On the air-vent (I'yy),
onl;z the fictitious fluid is allowed to leave the cav-
ity.”?'?>7% This condition has been incorporated by

using the so-called Robin boundary condition.>'?**°

Eur+o0;, =0, (x,y) € I'wan U Toue (23)
Euy +0, =0, (x,y) € lout (24)
Uy = Oa (xa y) € 1—‘wall (25)

The Robin penalty parameter & is defined as:

- 10°, ¢ <0
10, ¢$>0

u,, o, U, and o, are the velocities and the stress
components in the tangential and normal directions,
respectively. Since the air density and viscosity are
very low compared with those of the polymer, the

(no slip)

(free slip) (26)
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stresses on the interface have negligible effects on
the flow. Moreover, the initial velocities in the whole
computational domain have been set to zero.

Thermal boundary and initial conditions

At the mold inlet I'y,, it is assumed that the polymer
enters the cavity with a constant and homogeneous
temperature Ty (injection temperature):

T(O,y, f) = Tinj (27)

As an initial condition for the energy equation, a
uniform temperature field over the entire domain is
imposed:

T(x,y,0) =Ty (28)

The heat transfer at the interface between the
polymer melt and the mold is a complex phenom-
enon, as it depends on several parameters such
as surface roughness, Young moduli of the two
materials, cavity pressure, or polymer composition.
Usually, as a first approximation, a perfect thermal
contact is assumed between the polymer melt and
the mold, leading to an overpredicted tempering
effect. In this work, the imperfection of the contact is
taken into account: a thermal contact resistance
(TCR) between the two materials is introduced.*® In
the literature, the polymer-mold TCR have been
measured (its value typically ranges between 107>
and 102 m?K/ W36’37) and used for simulations
(‘Sridhar,38 Hetu et al,” Guo and Narh,* Kamal
et al.*’). However, it should be noted that in the real
process, the TCR is not constant during the whole
molding cycle.

During the filling step, as the air is exhausted and
replaced by the polymer melt, the heat transfer coef-
ficient changes dynamically. It is expressed as a
function of the nature of the fluid in contact with
the wall, and weighted by the level set function
value. In this paper, the considered values are 10~ *
m?K/W for the TCR at the polymer-mold contact
and 100 W/m?K for the convective heat coefficient
between the air and the mold walls.

The thermal boundary condition for the heat
transfer equation at the mold is written as:

1

oT
- k‘ay = ﬁ(Twall - Tmold) (29)
where Ty, is the wall temperature and k is the
thermal conductivity of the polymer.

Within the mold material, pure heat conduction
is assumed between the interior walls and an
isothermal line corresponding to the cooling chan-
nels surface or representing the so-called thermal
thickness of the mold.

Journal of Applied Polymer Science DOI 10.1002/app
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TABLE I
Material Property Parameters

Parameter Symbol Unit Fictitious fluid (air) Polypropylene Mold steel
Density p kg m 3 1.199 833 7850
Constant dynamic viscosity n Pas 1 - -
Zero shear rate viscosity Mo Pas 823.72 -
Cross model parameter ™ Pa - 42,419.7 -
Power law index n - - 0.2614 -
Heat capacity C, Jkg ' K 1000 2800 475
Thermal conductivity k Wmt K™ 0.025 0.18 445
Initial mold temperature To K 293 - 293
Polymer injection temperature Tinj K 533 - -
Activation energy (Arrhenius law) E, J mol™* - 46,500 -
Gas constant R J mol ' K! 8.51 - -
Reference temperature (Arrhenius law) Tret K - 533 -

Moreover, a symmetry (or zero heat flux) condi-
tion is applied at the centerline of the rectangular
cavity:

oT

gy (600 =0

(30)

Material properties

Table I summarizes the numerical values of func-
tional parameters used in our simulation for the
polypropylene (SABIC PP 86MF97) and the fictitious
fluid (air).

VALIDATION OF THE MODEL

To validate the model, and to show the efficiency of
the level set method to represent the flow front
evolution, several tests have been performed. As it is
not the aim of this article, only the validation of
mass conservation and an illustration of the fountain
flow are presented. The studied cavity has a thick-
ness of 3 mm and a length of 50 mm. The computa-
tional domain is divided in two regions, as repre-
sented in Figure 2: the metallic mold and the
molding cavity.

Mass conservation

Figure 3 shows the evolution of the mass loss in the
mold calculated using the level set method, without
any correction and after the introduction of the pen-
alty correction developed in this work. It appears
clearly that the correction is needed and the higher
the penalty factor, the higher the accuracy. However,
it should be precised that the calculation time is
increased by about 10 when the penalty correction
beta is increased from 300 to 1000.

Fountain flow

The so-called fountain flow is a characteristic pattern
observed in filling flows, whose simulation can only

Journal of Applied Polymer Science DOI 10.1002/app

be achieved through an accurate modeling including
a front tracking method, such as the level set
method presented in this article.

In mold filling, fountain flow originates from the
conjugated effects of the no-slip condition at walls
and the presence of the polymer-air interface.
Indeed, the velocity of the fluid particles located
near the flow centerline is higher than the interface
velocity. Hence, as these fluid particles approach the
interface, they are forced to decelerate and to be
deflected toward the walls, leading to a bidimen-
sional, stretching flow field in this zone. With
respect to the flow front kinematic frame, the axial
velocity of the particles becomes zero, then negative
as they are drawn to the outer region of the flow,
before settling at the walls to form the frozen skin
layer.

The fountain flow can be clearly observed in the
results of simulations performed with our model.
An extra “time label” advection equation is intro-
duced and solved together with the other equations.

s |-'-.5§
oS 107 i:"-uo
@ -15 fi°
2 o
@ 201
= 25 4:° - - ©- - - Without correction
%0 : — - — - beta = 300
el beta = 1000
'35 - T T T T
0 0,2 0.4 0.6 0,8 1
Time (s)

Figure 3 Validation of the mass conservation with
the corrected level set method. [Color figure can be
viewed in the online issue, which is available at
wileyonlinelibrary.com].
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Figure 4 Fountain flow (time label isocontours) at four
consecutive times of the filling stage. [Color figure can be
viewed in the online issue, which is available at
wileyonlinelibrary.com].

The same time label value is assigned to all the par-
ticles entering the cavity at a given time, and
advected by the velocity field. The isocontour lines
(Fig. 4) represent the time label distribution, i.e., the
instant location of several sets of simultaneously
injected particles. They can also be seen as the
advection of lines, initially straight and located along
the cavity inlet, by the velocity field. The isocontour
lines show the typical “mushroom” shape induced
by the fountain flow, as observed by Coyle et al.*' A
typical V-shaped pattern was observed from the sur-
face to the core in a crosscut section, as reported in
the works of Sato and Richardson** and Choi and
White.*> It is worth noticing that the particles
injected in the first instants of the filling phase even-
tually end up along the walls, which also means that
the skin layer appears very early.

The fountain flow is responsible, in large part, for
the physical properties of the skin or superficial
layer of injected parts. The interested reader will
find more details and references concerning accurate
fountain flow simulation in Behrens et al.** More-
over, a comparison between experimental and
numerical results can be found in Rose.*’
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RESULTS AND DISCUSSION
Velocity profiles

Because of the mold-flow interactions (friction,
stretching, cooling, etc.), the velocity profile evolves
within the cavity, along the flow direction. Figure 5
shows the normalized velocity profile for several
locations in the cavity at the end of filling time.

Obviously, the maximum velocity value is located
at the centerline, but its intensity and the shape of
the velocity profile changes. As a consequence, the
shear rate profile also evolves along the cavity
length. On one hand, the cooling of the boundary
layer near the injection zone increases the viscosity,
reduces the flow cross section and then accelerates
the flow as imposed by the continuity and mass con-
servation equation. On the other hand, closer to the
cavity extremity, the fluid is hotter thus less viscous.
The viscous skin layer is then reduced, and the flow
section increases. Hence, due to mass conservation,
the maximum velocity value becomes lower.

This is particularly noticeable in Figure 6: the nor-
malized velocity profile along the normalized cross
section at the end of filling time is represented for
three mean velocity values. Near the wall, the veloc-
ity is zero due to the no-slip condition, and in the
central zone the velocity profile is accelerated due to
the reduction of the cross-section caused by the skin
layer. It can be noted that for lower mean injection
velocities, the velocity value in the central zone is
higher. This phenomenon is due to the solidification
of the polymer skin layer contacting the mold walls.
To consider the presence of the solidified layer along

the mold walls, a no-flow temperature was often
46-48

introduced in early studies. However, the

1

c —O—x=0.01m

'4% 0.8 —0—x =0.025m
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o

© 0.6

I

N

©

£ 0.4 -

P

(o]

=

= 0.2 1

=
0 T
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Figure 5 Gapwise velocity field at several locations
along the cavity, Umean = 0.02 m/s. [Color figure can be
viewed in the online issue, which is available at
wileyonlinelibrary.com].
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Figure 6 Normalized velocity profile in cross section x =
0.025 m. [Color figure can be viewed in the online issue,
which is available at wileyonlinelibrary.com].

concept of no-flow temperature is difficult to define
rigorously. In this study, the solidified layer is the
result of the dramatic increase of viscosity expressed
by the Cross-Arrhenius model used to describe the
rheological behavior of the polymer melt. Thus, in
the absence of crystallization, the solidified zone can
be defined as the layer for which the viscosity
increases by a factor of at least 10.

For higher velocities, this frozen layer is thinner
because the polymer does not have enough time for
cooling. At the end of filling, the polymer tempera-
ture is still high, its viscosity is then lower and the
flow section larger. Such influence of the processing
conditions on the velocity profile will induce differ-
ent shearing histories in the flow, which in turn
affects the final properties of the injected parts.

Shear rate distribution

As defined in eq. (20), once the velocity field is
known, the shear rate can be calculated at any time
and location in the flow domain. Figure 7 shows the
predicted shear rate profile in three successive trans-
verse sections in the cavity, for a given injection
mean velocity. The normalized gapwise position s is
defined as 0 at the centerline and 1 at the wall. As
expected, the minimum shear rate value is found at
the centerline of the cavity (symmetry), whereas the
maximum value is located near the wall due to
the no slip boundary condition and the formation of
the skin layer. Near the cavity inlet (x = 0.01 m), the
maximum shear rate value is higher than at
the other locations (x = 0.025 m, x = 0.04 m). More
precisely, it appears that the maximum shear rate in
these normalized cross sections are located respec-
tively at s = 0.35, s = 0.4, and 5 = 0.6 for x = 0.01 m,

Journal of Applied Polymer Science DOI 10.1002/app
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x = 0.025 m, and x = 0.04 m. This result shows that
the thickness of the skin layer decreases as the flow
moves away from the inlet zone. These displace-
ments of the location of the maximum shear rate
value can lead to the development of heterogeneous
physical structures in the final part after cooling. In
particular, for semicrystalline polymers, this phe-
nomenon governs the structure gradient across the
thickness of the injected parts, because the local
crystallinity characteristics are directly linked to the
shearing experienced by the material during flow.*’

The influence of the injection velocity on the shear
rate distributions in a cross-section located at half-
length of the cavity (x/L = 0.5) is illustrated in Fig-
ure 8. Basically, the higher the inlet velocity, the
higher the maximum shear rate. Moreover, the loca-
tion of the maximum shear rate within the polymer
thickness is also affected by the injection velocity. At
high velocity, the polymer does not have enough
time for cooling, which leads to a thinner skin layer
and a maximum value of shear rate very close to the
wall. This location moves toward the central zone of
the polymer as the velocity decreases. When the
velocity is lower, the residence time of the polymer
in the cavity during filling increases and the heat
transfer between the mold and the material can
occur effectively. It allows the polymer to cool down
before the end of filling, which leads to a thicker
skin layer. The maximum shear rate is then moved
towards the core zone of the injected part.

This result is meaningful as it helps to understand
the link between the final structure of injected part
and the processing conditions. Besides, it is known
that different structural layers coexist in the thick-
ness of injected semicrystalline thermoplastic parts.
Mendoza> have distinguished four different layers,
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Figure 7 Shear rate profiles at the end of filling time,
Umean = 0.02 m/s. [Color figure can be viewed in the
online issue, which is available at wileyonlinelibrary.com].



ROLE OF THE MOLD-POLYMER INTERFACE

----- u=0.1m/s
S U=004mis .-+
—-—-u=0.02m/s - .
~ 200 A 4 .
[ al “
T 150 .
= A
2 100 1 b
m .
50 -
0 e

0 0.2 0.4 0.6 0.8 1
y/h, normalized position

Figure 8 Shear rate profiles at the end of filling time in
cross section x/L = 0.5. [Color figure can be viewed in the
online issue, which is available at wileyonlinelibrary.com].

each one corresponding to a microstructure formed
under a particular combination of processing condi-
tions (cooling rate, pressure, shearing) during the
injection molding cycle. At the end of the cooling
process, this diversity of thermomechanical condi-
tions leads to the nonhomogeneity of the final micro-
structure, in terms of crystallite type, density and
size, as shown by Zinet et al.”!

It is now very interesting to relate our results to
these experimentally observed phenomena and facts
in polymer injection molding. Figure 9 shows the
evolution of the maximal shear rate value location in
the part thickness during the filling stage, at several
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locations along the length of the cavity. A cross-
sectional micrograph of an injected polypropylene
part™ is also shown for comparison.

In the near-wall zone (1), hot polymer is deflected
from the central zone as a consequence of the foun-
tain flow. Since the flow is essentially extensional,
the shear rate is low and no shear orientation is
induced. The elongation effect is not discussed in
this paper, because, on one hand, it is not the aim of
the study, and on the other hand this model can not
describe it, since the polymer behavior is only repre-
sented by a generalized Newtonian rheological
model. Moreover, the cooling kinetics is so fast that
the material freezes immediately (tempering effect),
leading to the formation of an isotropic and fine
grained skin layer. The shear layer (2) corresponds
to the area surrounding the maximal shear rate loca-
tion shown in Figure 9. In this layer, the cooling
becomes more intense, and the high shearing flow
induces polymer chain orientation. These conditions
result in the formation of rod-like or shish-kebab
crystalline structures.” Finally, in the inner zones of
the flow, ie., the postfilling layer (3) and the core
layer (4), the shearing is virtually inexistent and the
cooling is slow due to the low thermal diffusivity of
the polymer: this leads to quiescent crystallization of
thermally induced, nonoriented microstructures
(spherulites).

The application of our model to nonisothermal
mold filling simulation provides useful information
about the evolution of the processing conditions,
which are known to affect the crystalline nucleation
and growth mechanisms to a great extent. Therefore,
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Figure 9 Evolution of the maximal shear rate value location during the filling time: comparison with experimental obser-
vation from the literature (polarized light micrograph of an injected half thickness part, after Mendoza™’). [Color figure
can be viewed in the online issue, which is available at wileyonlinelibrary.com].
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Figure 10 Mold and polymer interface temperatures evo-
lution along the cavity length, at the end of filling time.
[Color figure can be viewed in the online issue, which is
available at wileyonlinelibrary.com].

the coupling of our flow model with a crystallization
model®" is promising, as it will enable the prediction
of the microstructure distribution in injected parts.

Mold-polymer heat transfer analysis: importance of
the TCR

It is known that the final properties of the injected
parts depend on their flow and thermal histories. In
this framework, one of the objectives of this article is
to analyze the heat transfer phenomena that occur at
the polymer-mold interface. The main idea consists
in linking the flow and thermal injection conditions
to some characteristics or surface defects observed
on the injected polymer.

Figure 10 shows the temperature profile at the
mold-polymer interface, in the flow direction, at the
end of the filling time, for a given injection velocity,
with and without introducing a TCR. Most of the
works concerning the simulation of the injection
molding process assume continuity of temperature
and heat flux between the mold and the polymer. In
this case, the mean temperature of the interface is
given in Figure 10: at the end of the filling stage, in
the inlet zone, the interface temperature reaches the
polymer injection temperature. This result is not
realistic because in the real process, the mold never
reaches the injection temperature at any location. It
is then necessary to introduce a TCR between the
mold and the polymer, not only during the packing
and cooling stages as usual, but also during the fill-
ing stage. The aim of this study is to prove the
necessity to take into account a TCR, not to quantify
it. During the injection molding cycle, the TCR
evolves from a low value to a higher one, depending

Journal of Applied Polymer Science DOI 10.1002/app
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on the current process phase. Measuring the poly-
mer-mold TCR value is a very difficult task; the
reader interested by more details will find more
details in several studies such as the important mod-
eling work proposed by Narh,* or the very original
experimental work of Delaunay et al.>***’

As an illustration, the simulation results presented
in Figure 10 have been obtained with a TCR value
of 10°* m*K/W. The polymer enters the cavity with
a temperature T = Ti,; = 533 K, and the mold is
initially at Tp = 293 K. The polymer temperature
suddenly decreases after contacting the mold, with-
out reaching the mold temperature. An important
temperature gradient remains between the two
materials, and the faster the injection velocity, the
higher the temperature gradient at the mold-poly-
mer interface, due to the condition of thermal dis-
continuity (TCR). At the end of the filling stage, the
temperature profile on the mold interface decreases
from the injection zone to the cavity extremity.
Indeed, in the inlet zone, the mold has more time to
diffuse heat than in the extremity zone. The inverse
phenomenon is observed on the polymer side. In the
extremity zone, the polymer gets in contact with a
second cold wall of the mold, the bottom of the
cavity (labeled Iy in Fig. 2) which explains the
temperature profile decrease observed at x/L = 0.8.

Figure 11 focuses on the mold interface and shows
the time evolution of the mold temperature for dif-
ferent injection velocities. The temperature decreases
until the polymer front reaches the considered loca-
tion. At that time, it rises suddenly because of the
tempering phenomenon, then the mold diffuses heat
and the temperature continues to increase with a
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Figure 11 Evolution of the normalized interfacial temper-
ature (mold side) at cross section. [Color figure can be
viewed in the online issue, which is available at
wileyonlinelibrary.com].
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slower kinetics. The thermal kinetics, i.e., the slope
of the curves, also depends on the mean injection
velocity.

At low injection velocity, downstream the polymer
front, the mold temperature is lower than at high
injection velocity, because the mold is allowed to
cool down for a longer time. Upstream the front, the
heat extracted from the polymer is diffused in the
mold. The heat diffusion time during the filling
stage is longer for low velocity, and the temperature
of the mold becomes higher than at higher flow
velocities. The inverse phenomenon is occurring on
the polymer side: a higher injection velocity leads to
a higher maximum temperature value, because the
polymer melt does not have enough time to cool.
Note that the time is normalized by the filling time
corresponding to each velocity. Indeed, at high
velocity, the real injection time is lower than at low
velocity.

In the injection molding process, the polymer-
mold interface governs the heat transfer kinetics and
has a major effect on the global thermal behavior of
the polymer during all the stages of the process.
Authors usually neglect heat transfer during the fill-
ing step, because it represents only a small time frac-
tion of the whole injection cycle. However, a crucial
phenomenon affecting heat transfer occurs during
the filling step: the rigid polymer skin layer appears
at the interface with the mold, leading to a bad
interfacial thermal contact. This layer is responsible
for the TCR between the mold and the polymer and
also for the surface characteristics of the final
injected part.

Figure 12 shows the temperature distribution
across the thickness of the molding cavity, at the
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end of filling time, for several injection velocities. If
we compare the polymer temperature for a given
transverse section in the filled cavity, and for
different velocities, we can say that the higher the
velocity, the higher the maximum temperature value
during the filling time. Moreover, at high velocity
(u = 0.1 m/s), these curves show the self-heating
phenomenon due to the viscous dissipation induced
by the high shear rate: the local temperature
becomes higher than the injection velocity. Basically,
the frozen layer thickness depends on the local ther-
mal conditions, which may vary during the filling
phase. The amount of solidified material evolves
dynamically as a result of the temperature increase
due to viscous dissipation.

Heat flux distribution

A number of factors complicate the study of the
polymer-mold heat transfer. First, the polymer melt-
ing and solidification often involves both a phase
change and temperature dependent thermophysical
properties. Moreover, due to viscous dissipation,
self-heating is often generated during the filling
stage. Finally, the thermal contact between the sol-
idified polymer and the walls is not perfect (TCR). It
has been shown in this article that at the flow front,
the polymer melt is diverted from the center to the
walls (fountain flow). As it contacts the mold walls,
the melt freezes, resulting in the skin layer (“vitrified
layer”) of the injected part, which affects the heat
transfer between the polymer and the mold. The fast
solidification of the skin layer and the importance of
the shear rate in this zone lead to molecular orienta-
tion, different from that in the core of the part, as
explained before. The maximum value of the shear
rate moves from the walls to the central zone, as the
skin layer thickness increases. In this section, our
purpose is to investigate the influence of the foun-
tain flow effect on the main flow mark.

Figure 13, by Yoshii et al.,' illustrates the genera-
tion mechanism of the flow marks.'® A brief descrip-
tion of this phenomenon may be necessary to better
understand it. As the advancing front moves from A
(t = tp) to B (t = t;), polymer particle (1) moves to
the mold wall and contacts it, cools and forms
solidified layer (b). So, as time elapses, the skin layer
thickness increases.

For t = t; to t,: polymer particle (1) has solidified.
When the flowing front has moved to (c), the neigh-
boring element polymer particle (2) will come into
contact with the mold wall. As result, a fraction of
the molten polymer will not contact the mold wall.

For t = t, to t3: cooling of the polymer melt will
advance as time has elapsed. So, fluid element (2) is
larger than element (1) at mold wall. When the
advancing front has moved to (D), the neighboring
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fluid element (3) will come into contact with the
mold wall.

In this way, by solidification of fluid elements at
the mold wall, a fraction of molten polymer will not
contact the mold wall. This results in periodical
roughness on the molded part surface, and can be
hypothesized as the mechanism for flow mark
generation.

Thanks to the accuracy of the level set method
chosen to simulate the polymer front evolution, the
trajectories of particles near the walls are precisely
captured. Moreover, the analysis of the heat flux at
the polymer-mold interface reveals an interesting
phenomenon. Figure 14 shows the total interfacial
heat flux for several locations along the longitudinal
direction of the cavity. First, the heat flux remains
zero, because the location is not yet reached by the
polymer melt. When the front approaches the
location, two successive peaks of the heat flux are
observed. The first and lower one is due to the part
of heat flux across the air trapped between the
wall and the polymer front. Indeed, the polymer
fluid particles are deflected by the fountain flow
toward the wall, squeezing a thin air layer, and
evacuating the major part of the heat flux. A
fraction of this small amount of air is exhausted,
while the other remains trapped, eventually causing
a flow mark (Fig. 13). Because of the very small
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thermal conductivity of the air, the heat flux is
diverted within the polymer (more conductive).
In this local zone, the polymer plays a role of a
thermal constriction. The major part of the heat flux
follows the polymer particles, as a privileged
direction.
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Figure 14 Evolution of the total interfacial heat flux at
several locations along the cavity length. [Color figure can
be viewed in the online issue, which is available at
wileyonlinelibrary.com].
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Hence, the second heat flux peak occurs when the
front contact the walls. The polymer suddenly trans-
fers an important amount of heat to the mold, at a
decaying rate as the temperature difference
decreases. Figure 15 shows the same observation for
several injection velocities at a given location of the
polymer-mold interface. In addition, this figure
shows that as the mean injection velocity decreases,
the small peak decreases too. This means that for
small velocities or injection rates, the flow marks
tends to disappear, as observed and reported in the
literature.">”

This observation confirms that during the filling
stage, the mold-part interface consists in a succes-
sion of contact points separated by air gaps. There-
fore, it seems that a TCR should be introduced as an
interfacial boundary condition during the filling
stage, as done in this work.

This observation draws our attention to two types
of flow marks: the micro flow marks and the macro
flow marks:

The macro flow mark is generated by three
factors:

1. the nature of contact between the polymer
front and the mold wall surface;

2. the fountain flow effect;

3. the variation of the thickness of solidified skin
layer function of the elapsed filling time.

The micro flow mark is governed by various
parameters:

1. the injection velocity;
2. the injection temperature;
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3. the cavity thickness;
4. the mold temperature.

The accuracy of our corrected level set method to
simulate the mold-polymer interface during the fill-
ing step allows us to propose this thermal explana-
tion of the flow marks generation. Complimentarily
to the other explanations based on the mechanical
behavior of the polymer at the interface or on the
molecular orientation, and as proposed by some
authors the polymer oscillating between the walls of
the mold," this suggested thermal effect constitutes
an other contribution to a clear interpretation of the
flow marks.

Experimental verifications are needed to confirm
this observation, and very accurate and nonintrusive
thermal measurements at the interface are necessary.
The use of inverse methods can help to perform
such measurements. Work is in progress in that
perspective.

CONCLUSIONS

In this article, numerical experiments demonstrate
and validate the performance of the level set method
in describing interface evolution in two phase flows.
This method is thus suitable for the numerical
simulation of filling phase in the polymer injection
molding process.

Nonisothermal transient flow of a non-Newtonian
fluid in a cavity is investigated. A cross rheological
model with the Arrhenius law are used as constitu-
tive equations for the shear rate-dependant and tem-
perature-dependant viscosity. Numerical software
based on finite element method is then used to solve
the coupled problem, and a parametric study of the
polymer-mold interface is performed.

The simulation results have shown that the TCR
between the polymer melt and the mold wall should
be taken into account during the whole process,
including the filling stage. Consequently, it is defi-
nitely a key parameter that needs to be determined
to obtain accurate simulation results for the injection
molding process.

Several additional important aspects have been
analyzed. During the filling phase, the development
of the solidified skin layer is strongly dependant on
the TCR and other injection parameters. To quantify
the effect of the TCR, all simulations have been
performed considering a realistic value taken from
the literature. The thickness of the skin layer at the
end of filling time decreases if one of the following
parameters increases: injection mean velocity, injec-
tion temperature, and TCR.

The existence of microstructure gradients in the
injected part can be explained by analyzing the
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location of the maximum shear rate value within the
part thickness. It is shown that the polymer flow
does not undergo the same thermomechanical
history, depending on its position in the thickness of
the part. The macromolecular chains are subjected to
orientation and stretching, which in the case of semi-
crystalline thermoplastics, induces strong consequen-
ces on the final part microstructure and mechanical
behavior.

Moreover, the parametric analysis has underlined
two major points of interest. The first one is related
to the numerical validation of the developed model,
tested in different configurations. The use of the sug-
gested corrected level set method is easy and
efficient for flow simulations in industrial configura-
tions. The second one concerns the results of the
interface analysis itself, which clearly shows that the
filling stage in injection molding process must be
systematically taken into account in the analysis of
this process, because it contributes in a great extent
to the determination of the final part properties,
notably via the skin layer formation and the shear
induced molecular orientation.

A detailed study of the solid-liquid interface has
led to a better understanding of the thermal interac-
tion between the polymer and the mold material.
The interfacial heat transfer kinetics, linked to the
flow behavior, shows that the heat flux can be the
cause of phenomena affecting the part surface, such
as aspect defects or the well-known flow mark, for
which a new thermal explanation is suggested.
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